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Several approaches for fast generation of digital holograms of a three-dimensional (3D) object have been
discussed. Among them, the novel look-up table (N-LUT) method is analyzed to dramatically reduce the
number of pre-calculated fringe patterns required for computation of digital holograms of a 3D object
by employing a new concept of principal fringe patterns, so that problems of computational complexity
and huge memory size of the conventional ray-tracing and look-up table methods have been considerably
alleviated. Meanwhile, as the 3D video images have a lot of temporally or spatially redundant data in
their inter- and intra-frames, computation time of the 3D video holograms could be also reduced just by
removing these redundant data. Thus, a couple of computational methods for generation of 3D video
holograms by combined use of the N-LUT method and data compression algorithms are also presented
and discussed. Some experimental results finally reveal that by using this approach a great reduction of
computation time of 3D video holograms could be achieved.
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1 Introduction
Recently, a lot of research works have been actively done
on the three-dimensional (3D) imaging and display tech-
nology due to its high interests throughout the world[1−7].
Among them, the holographic technology has been par-
ticularly regarded as one of the promising and attractive
approaches for creating the most authentic illusion of ob-
serving volumetric objects. It is because the holographic
technology can supply very high-quality object images
and accurate depth cues viewed by human eyes without
any special observation devices[8−11].

However, recording holograms of real 3D objects in the
optical holographic system may demand wave interfer-
ence between the two intense laser beams with a high de-
gree of coherence between them in a dark room. There-
fore, this system must be kept to be very stable since
even a very slight movement can destroy the interference
fringes, in which both intensity and phase information
of the 3D objects are contained. These requirements, to-
gether with the development and printing processes, have
prevented conventional hologram recorders from becom-
ing widely used in the outdoor recording.

As a partial solution for these limitations of the
conventional holographic system, a new approach, so-
called computer-generated hologram (CGH), has been
suggested[12]. A CGH is a digital hologram generated
by computing the interference pattern produced by the
object and the reference waves. Using this CGH pat-
tern, an electro-holographic 3D display system can be
constructed[13].

In this approach, a ray-tracing method has been orig-
inally employed for calculating the contributions at the
hologram plane from each object point source. That is,
an object image to be generated can be approximated as

a collection of self-luminous points of light, therefore the
fringe patterns for all object points are calculated with
the ray-tracing method and added up to obtain the whole
interference pattern of the object image.

This method can produce arbitrary 3D images includ-
ing image-plane holograms, in which images might lie in
the vicinity of the hologram, so that it might be more
suitable for various display geometries. However, this
approach shows a computation complexity, since it re-
quires one by one calculation of the fringe pattern per
image point per hologram sample. Thus, real-time gen-
eration of the CGH pattern for a 3D image could not be
achievable[14].

To overcome this problem, a look-up table (LUT)
method has been presented by Lucente[14]. In this
method, an object image to be generated is also ap-
proximated as a collection of self-luminous points of
light likewise the case of the ray-tracing method, but all
fringe patterns corresponding to point source contribu-
tions from each of the possible locations in image volume
are pre-calculated and stored in the LUT. Then, in the
process of CGH generation, fringe patterns for each point
in the object image can be generated just by accessing the
corresponding ones from the pre-calculated LUT, which
is contrary to the ray-tracing method, where fringe pat-
terns for all object points are directly calculated on the
one by one basis. Therefore, a great increase in computa-
tion speed can be obtained with this LUT method. But
the greatest drawback of this approach is the enormous
memory size of the LUT[15].

Recently, a novel look-up table (N-LUT) method to be
able to significantly reduce the number of pre-calculated
interference patterns required for generation of digital
holograms has been proposed[15]. In this N-LUT method,
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a 3D object is approximated as a set of discretely sliced
image planes having different depths, and only the fringe
pattern of the object point centered on each image plane
is pre-calculated, which is called here a principal fringe
pattern (PFP). Fringe patterns for other object points
on that image plane can be obtained by simply shifting
this pre-calculated PFP to those points depending on the
location values displaced from the center. That is, in this
method, only the PFPs for object points centered on each
image plane are pre-calculated and stored in the N-LUT,
so that the size of the N-LUT could be dramatically re-
duced compared with the size of the conventional LUT
method.

On the other hand, ordinary 3D video images have
numerous similarities between the video frames, so that
the computation time to generate digital holograms for
them can be effectively reduced by the removal of redun-
dant data just like in the case of the conventional two-
dimensional (2D) video images. This similarity between
neighboring video frames is called here a temporal redun-
dancy. Thus, if we employ a video compression technique
in the hologram generation process of the 3D video im-
ages, 3D video data to be calculated can be dramatically
decreased, and as a result, calculation time of the 3D
video holograms can also be significantly reduced.

Moreover, 3D image consists of depth and intensity
data, contrary to the 2D image which has only the in-
tensity information. Just like the case of the 2D image,
adjacent pixels of a 3D image have very similar values
of intensity and depth and some of them even have the
exactly same values. In other words, a 3D image has a
spatial redundancy in intensity and depth data. This spa-
tial redundancy can be represented with the run-length
encoding (RLE) method, which has been used for data
reduction of the conventional 2D images. That is, by
applying this conventional RLE method to the 3D ob-
ject, its spatially redundant intensity and depth data can
be removed, which results in the reduction of 3D image
points to be involved in generation of the CGH pattern.
In other words, the calculation time required for CGH
generation of the 3D object can be dramatically short-
ened.

Accordingly, in this paper, several approaches for fast
generation of CGH patterns for 3D video images by us-
ing the N-LUT method, and the combined use of the
data compression techniques and the N-LUT method are
reviewed and the results are discussed.

2. Approaches for generation of CGH patterns
2.1 Ray-tracing method

In the classical ray-tracing method, an object image to
be computationally generated can be approximated as
a collection of self-luminous points of light. And then,
fringe patterns for all object points are calculated by us-
ing the equations of optical diffraction and interference,
and added up to obtain the whole interference pattern of
the object image.

Figure 1 shows the geometry for calculating the Fresnel
hologram of an object by using the ray-tracing method.
Here, the location coordinate of the pth object point is
specified by (xp, yp, zp) and each object point is assumed
to have an associated real-valued magnitude and phase
of ap, φp, respectively.

Fig. 1. Computational model for generation of Fresnel holo-
gram.

Here, the CGH is also assumed to be positioned at the
plane of z = 0[16]. Then, the complex amplitude O(x, y)
on the hologram plane can be obtained by superposition
of the object wavefronts as

O(x, y) =
N∑

p=1

ap

rp
exp[j(krp + φp)], (1)

where N represents the number of object points. The
wave number k is defined as k=2π/λ, in which λ is the
free-space wavelength of the light. It must be noted that
the factor exp(jωt) is not included explicitly in Eq. (1).
Here, the oblique distance rp between the pth object
point and the point (x, y, 0) on the hologram plane is
given by

rp =
√

(x − xp)2 + (y − yp)2 + z2
p. (2)

Also, the complex amplitude of the collimated reference
beam R(x, y) is represented by

R(x, y) = aRexp[j(kxsin θR)], (3)

where aR and θR mean the real-valued amplitude and the
incident angle of the reference beam, respectively.

The total fringe intensity on the hologram plane ob-
tained from the interference pattern between the object
beam O(x, y) and the reference beam R(x, y) is given by

I(x, y)= |R(x, y) + O(x, y)|2

= |R(x, y)|2 + |O(x, y)|2

+ 2|R(x, y)||O(x, y)|
cos[krp + kx sin θR + φp]. (4)

In Eq. (4), the first and second terms represent the refer-
ence and the object self-interference beam intensity, re-
spectively. Only the third term means the interference
pattern between the object beam and the reference beam,
in which holographic information of the object image to
be generated is contained, so that I(x, y) of Eq. (4) can
be substituted into

I(x, y) = 2
N∑

p=1

ap

rp
cos(krp + kxsin θR + φp). (5)

Equation (5) reveals that the fringe patterns for all object
points must be directly computed on the one by one ba-
sis in the classical ray-tracing method. Therefore, as the
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number of object points increases, the computation time
required to calculate the CGH pattern for that object
sharply increases. This makes the method so difficult
to implement the digital hologram of a 3D object in the
practical fields.

2.2 LUT method
Another approach for solving the computation com-

plexity of the classical ray-tracing method in generation
of CGH patterns of an object is a LUT method proposed
by Lucente[14]. In this approach, all contributions to
I(x, y) from an image point of unity magnitude for each
possible value of (xp, yp, zp) in the image volume are
computed in advance, and the results are stored in the
LUT.

An efficient LUT must include all of the spatially de-
pendent fringe patterns shown in Eq. (5), so that the
unity-magnitude fringe pattern for an object point (xp,
yp, zp), T (x, y ; xp, yp, zp) can be defined by

T (x, y;xp, yp, zp) ≡
1
rp

cos [krp + kx sin θR + φp] . (6)

Once the fringe patterns for all object points of Eq. (6)
are computed and stored in the LUT, this LUT can be
used for generating the CGH patterns of arbitrary object
images. Instead of directly computing the fringe patterns
of the object points at each time we need, as shown in Eq.
(5) in the classical ray-tracing method, each object point
(xp, yp, zp) is merely mapped into the corresponding pre-
calculated fringe pattern in the LUT method. Thus, the
finally obtained hologram pattern for the object I(x, y)
in the LUT method can be expressed in terms of the
pre-calculated fringe patterns of Eq. (6) as

I(x, y) =
N∑

p=1

apT (x, y;xp, yp, zp). (7)

In the LUT method, a CGH pattern of the object
image can be generated just by bringing back the corre-
sponding fringe patterns to each object point from the
LUT and adding them together. That is, there is no
need to directly calculate the fringe patterns of the ob-
ject points just like in the case of the ray-tracing method
mentioned above. Only two operations of multiplication
and addition are needed in the LUT method. Therefore,
this LUT method can drastically improve the calculation
speed of the CGH pattern for an object image. This
method, however, has a big burden to require a massive
memory space of the LUT for storing fringe patterns of
all possible object image points[15].

2.3 N-LUT method
Another approach, the so-called N-LUT method, was

recently proposed which can dramatically reduce the
size of the conventional LUT while keeping the conven-
tional LUT’s advantage of fast computational speed[15].
This method consists of three steps: construction of the
N-LUT, generation of the CGH pattern for an object us-
ing the N-LUT, and reconstruction of the object image.
Firstly, the N-LUT is constructed with only the fringe
patterns of the object points centered on each depth-
dependently sliced image planes of the 3D object, which
is called PFPs. Then the CGH patterns are generated

using these PFPs provided by the N-LUT, and from
which 3D object images can be finally reconstructed.

In the N-LUT method, the N-LUT contains only the
fringe patterns of the object points with unity mag-
nitudes located at each center of the depth-dependent
image planes of the object. Each PFP can be regarded
as the Fresnel zone pattern (FZP) computed at each
depth. Therefore, the unity magnitude PFP for the cen-
ter object point (0, 0, zp) on the image plane having a
depth of zp, T (x, y; zp) can be defined as

T (x, y; zp) ≡
1
rp

cos [krp + kx sin θR + φp] , (8)

where rp is the same as that of Eq. (2).
Then, the fringe patterns for other object points on

each image plane can be obtained by simply shifting this
pre-calculated PFP according to the displaced location
values from the center to those points and adding them
together. Fringe patterns for all object points located on
each image plane can be generated by adding the shifted
versions of the PFP. Therefore, the final CGH pattern
for an object volume can be obtained by overlapping all
PFPs generated on each depth-dependent image plane.
The CGH pattern for the object I(x, y) in the N-LUT
method can be expressed in terms of the shifted versions
of pre-calculated PFPs of Eq. (8) as

I(x, y) =
N∑

p=1

apT (x − xp, y − yp; zp). (9)

Equation (9) shows that the CGH pattern of an object
can be obtained just by shifting the PFPs depending on
the displaced values of image points from the reference
points on each image plane and adding up all together.
That is, in the conventional LUT method, the CGH pat-
tern can be generated by multiplying the amplitudes of
each object point to the corresponding PFP and adding
them, whereas in N-LUT method by multiplying the am-
plitudes of each object point to the corresponding PFPs
pre-calculated for each depth plane and shifting them de-
pending on the displaced values of the object points in
the x, y directions and adding them together, the CGH
pattern for the object can be finally generated.

3. Generation of CGH patterns by considering
data redundancy of 3D video images
3.1 Temporal redundancy-based CGH generation
of 3D video images
3.1.1 Temporal redundancy of 3D video images

Fig. 2. Adjacent four frames of a 3D video. (a)−(d) Intensity
images; (e)−(h) depth images.
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Fig. 3. Block diagram of the temporal redundancy-based 3D CGH generation method.

Contrary to the 2D video, 3D video is a collection
of sequential 3D images having depth data as well as
intensity. Just like the case of the 2D video images,
neighboring moving pictures in the 3D video also differ
slightly from each other, but in the 3D video images,
intensity and depth data are simultaneously changed.

For example, Fig. 2 shows four adjacent frames of
the 3D video images composed of a fixed house and a
moving car. In these four frames, only the car is moving
and the other part of the image is not changed. Thus,
there exist slight changes in intensity and depth between
the consecutive frames. In case of the 3D video images,
temporal redundancy in both of the intensity and depth
images must be considered for effective reduction of the
3D video data.

Now, redundant data between the 3D video frames can
also be removed by applying the differential pulse code
modulation (DPCM) technique to each of the intensity
and depth data. As a result, the calculation time for
generation of the 3D video images can be dramatically
shortened.

3.1.2 Fast generation of CGH patterns by con-
sidering the temporal redundancy

Figure 3 shows an overall block-diagram of the method
to generate digital video holograms for the 3D moving
pictures by using the N-LUT method and the temporal
redundancy property of 3D video images[17].

This method largely consists of three steps. In the first
step, intensity and depth data of the current frame of the
3D video are extracted and compared with those of the
previous frame. In the second step, the CGH pattern for
the current video frame is calculated with the conven-
tional N-LUT method in the case that the difference of
intensity and depth data between these two consecutive
video frames is larger than 50%. In the third step, the
calculated CGH pattern is transmitted to the CGH video
output as well as stored in the previous frame buffer of
the CGH.

On the contrary, if the difference between two frames
is smaller than 50% in the second step, CGH patterns for
changed parts in both of the previous and current frames
are calculated with the N-LUT method. Then, the CGH
pattern for the previous frame is subtracted from that
of the current frame and the result is added to the CGH
pattern of the previous frame. Finally, the calculated
CGH pattern is transmitted to the CGH video output

as well as stored in the previous frame buffer of the CGH.

3.1.3 Computation of 3D video holograms
Basically, a 3D object image to be generated can be

approximated as a collection of self-luminous points of
light. Here, the horizontal, vertical, and depth location
of an object point is specified as xp, yp, and zp, re-
spectively, and each point has an associated real-valued
magnitude and phase of ap, φp, respectively. Thus, the
complex amplitude On(x, y) of the nth frame on the
hologram plane can be obtained by superposition of the
object wavefronts as

On(x, y) =
Nn∑
p=1

ap

rp
exp[j(krp + φp)], (10)

where Nn represent the number of object points of the
nth frame and k means the wave number defined as k
= 2π/λ, in which λ is the free-space wavelength of the
light, and rp is the same parameter defined in Eq. (2).
It must be noted here that the factor exp(jωt) is not in-
cluded explicitly in Eq. (10).

In this approach, the N-LUT method is used to
calculate the hologram patterns[15]. In the N-LUT
method, only the fringe patterns of the object points with
unity magnitudes located at each center of the depth-
dependent image planes of the object, so-called PFPs
are stored, so that a unity-magnitude PFP for the center
object point (0, 0, zp) on the image plane having a depth
of zp, T (x, y; zp) can be given by Eq. (8) mentioned
above.

In this method, firstly, the CGH pattern for the first
frame of the 3D video images is generated with the N-
LUT method, and the calculated CGH pattern as well as
3D data of the first frame is stored in the buffer. In the
next step, the difference in 3D data between the first and
second frames is extracted, and the CGH pattern for the
changed part of the first frame is generated and is sub-
tracted from the CGH pattern of the first frame stored in
the CGH pattern buffer. Subsequently, the CGH pattern
for the changed part of the second frame is generated and
added to the subtracted CGH. That is, the CGH pattern
of the second frame can be generated by subtracting the
CGH pattern for the disappearing part of the first frame
from the CGH pattern of the first frame and adding the
CGH pattern for the appearing part of the second frame
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to the CGH pattern of the first frame as

In(x, y) = In−1(x, y)

−
Nd∑
p=1

apn−1Un−1(x − xp, y − yp; zp)

+
Nd∑
p=1

apnUn(x − xp, y − yp; zp), (11)

where In is the CGH pattern for the nth frame, Nd is
the number of different image points in 3D data between
the nth frame and the (n−1)th frame. Moreover, Un(x,
y; zp) means the PFPs of the nth frame:

Un(x, y; zp) =
{

T (x, y; zp)
0

for
for

changed part
unchanged part . (12)

Then, the calculated CGH pattern of the second frame
In(x, y) is moved to the CGH video output as well as
stored in the previous frame buffer of the CGH. These
processes might be repeated for all of the video frames.

3.2 Spatial redundancy-based CGH generation
of 3D video images
3.2.1 Spatial redundancy of 3D images

Spatial redundancy represents a statistical correlation
between pixels within an image frame. Hence, it is also
called inter-frame redundancy. It is well known that
for most properly sampled television (TV) signals, the
normalized autocorrelation coefficients along a row (or
a column) with a one-pixel shift are very close to the
maximum value 1. That is, intensity values of the pixels
along a row (or a column) have a very high autocorrela-
tion (close to the maximum autocorrelation) with those
of pixels along the same row (or the same column) but
are shifted by a pixel. This does not come as a surprise
because most of the intensity values may change contin-
uously from pixel to pixel within an image frame except
for the edge region[18].

This spatial redundancy mentioned above has been
used as a concept of reduction of the data amount to
be sent in the conventional communication system. One
of the data reduction methods basing on this spatial re-
dundancy concept is the RLE method[19]. RLE is a very
simple form of data compression in which runs of data
(that is, sequences in which the same data value occurs
in many consecutive data elements) are stored as a single
data value and count, rather than as the original run.
This might be the most useful on data that may contain
many such runs[20].

On the other hand, 3D images are composed of both
depth and intensity data, contrary to the 2D images
which only have intensity data. Just like the case of the
2D image, adjacent pixels of a 3D image have very simi-
lar values of intensity and depth, so that a 3D image also
has a spatial redundancy both in intensity and depth
data.

Here the spatial redundancy of a 3D image represents
the statistical correlation between the pixels within a 3D
image frame. That is, intensity and depth values of the
pixels along a row (or a column) also have a very high
autocorrelation with those of pixels along the same row

Fig. 4. Block diagram of a spatial redundancy-based 3D CGH
generation method.

Fig. 5. Spatial redundancy of the 3D input image. (a) Gray
scales of the test image; (b) spatial redundancy map.

(or the same column) just like the case of the 2D image.
Accordingly, by applying the RLE method mentioned

above to both of intensity and depth data of the 3D im-
age, 3D image data can be significantly reduced, which
results in a decrease of the calculating time required for
the generation of 3D holograms.

3.2.2 Fast generation of CGH patterns consid-
ering the spatial redundancy

Figure 4 shows an overall block-diagram of the pro-
posed method to fast generate CGHs for a 3D object[21].
The proposed method largely consists of four steps.
Firstly, the spatial redundancy of the intensity and
depth data of the 3D object is analyzed by using the
RLE method and the results are re-grouped into the
N -point redundancy map according to the number of
the neighboring object points having the same 3D value.
Secondly, N -point PFPs corresponding to the N -point
redundancy maps are calculated by shifting and adding
the 1-point PFP of the conventional N-LUT. Thirdly, the
CGH pattern of the 3D object is calculated with these
pre-calculated N -point PFPs. Fourthly, the 3D object
image is reconstructed from the generated CGH pattern.

3.2.3 Extraction of redundant data from a 3D
object

In general, adjacent pixels of the 3D object image
have nearly the same brightness, color, and depth val-
ues. That is, there can be a spatial redundancy both
in intensity and depth data of the input 3D image. For
example, Fig. 5(a) shows the intensity distribution of an
object image having a resolution of 6×6 pixels. Here it
is assumed that the object image is located in the same
depth plane for convenience.

On the first horizontal line of Fig. 5(a), we can find
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that some adjacent pixels have the same intensity val-
ues. That is, by using the RLE method, these redun-
dant data can be represented by three ‘250’, two ‘150’,
and one ‘50’. Figure 5(b) shows a map of the spatial

Fig. 6. Separated spatial redundancy maps of Fig. 5(b). (a)
1-point redundancy map; (b) 2-point redundancy map; (c)
3-point redundancy map.

Fig. 7. Reconstructed object images from the CGH patterns.
(a) 1-point image; (b) 2-point image; (c) 3-point image; (d)
all point image.

Fig. 8. Four frames of the intensity and depth images for the
test 3D videos. (a)−(d) Intensity images (31st−34th frames);
(e)−(h) depth images (31st−34th frames).

Fig. 9. Changed parts of the intensity and depth data be-
tween the previous and current 3D video frames (31st−34th
frames).

redundancy, so-called 3-point redundancy map extracted
from the object image of Fig. 5(a) with the RLE method,
in which ‘3/250’ means that there exist three adjacent
image pixels having the same gray value of ‘250’ in the
corresponding row.

As can be seen in Fig. 5(b), there are four and seven
cases that three and two adjacent pixels have the same
intensity and depth values, respectively. In addition, in
ten cases, adjacent pixels do not have the same intensity
and depth values.

Therefore, only 21( = 4+7+10) calculation processes
will be needed in this method for the generation of the
CGH pattern instead of 36( = 6×6) calculation processes
normally needed in the conventional approach. That is,
in this approach, 15 calculation processes in CGH gener-
ation can be reduced. There exist 15 empty spaces called
‘don’t care condition’ in Fig. 5(b), in which the ‘don’t
care condition’ means no need of hologram calculation.

3.2.4 Generation of N -point PFPs
Here, the 1-point PFP is defined as Eq. (8) mentioned

above in the conventional N-LUT[15]. The two-point PFP
for two adjacent object points with unity magnitude and
depth of zp can be expressed by

T2(x, y, zp) ≡ T (x, y; zp) + T (x − d, y; zp), (13)

where d is a discretization step of adjacent points[15].
Likewise, the N -point PFP for N adjacent object points
with unity magnitude and depth of zp, Tn(x, y; zp) can
be generally expressed by

Tn(x, y; zp) ≡
n∑

k=1

T (x − (k − 1)d, y; zp). (14)

Therefore, N adjacent object points can be displayed
by using the spatial redundancy map and the N -point
PFP. That is, for the case of N adjacent object points

Fig. 10. Spatial redundancy maps extracted from horizontal
scanning of the test 3D video object. (a) 31st frame; (b) 32nd
frame; (c) 33rd frame; (d) 34th frame.
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Fig. 11. Reconstructed images for each method. (a) N-LUT method; (b) temporal redundancy; (c) spatial redundancy (2-point);
(d) spatial redundancy (3-point); (e) spatial redundancy (4-point); (f) spatial redundancy (5-point).

having the same intensity and depth values, N calcu-
lation processes are needed in the conventional N-LUT
method, whereas in the proposed method only one calcu-
lation process is needed. Therefore, the calculation time
for the generation of the CGH pattern of the 3D object
can be significantly reduced.

3.2.5 Calculation of CGH patterns
Figure 6 shows three redundancy maps for one, two,

and three neighboring points having the same intensity
and depth values, in which each map is separated from
the original object points of Fig. 5(b). That is, in the
case of Fig. 6(a) there are no adjacent object points hav-
ing the same intensity and depth values. On the other
hand, Figs. 6(b) and (c) show the spatial redundancy
maps for two and three adjacent pixels with the same
intensity and depth values along the horizontal direction.
The object images reconstructed from the CGH patterns
are shown in Fig. 7.

4. Performance analysis of the CGH generation
methods

To comparatively evaluate the performances of several
CGH generation methods mentioned above, three types
of experiments have been performed. For the experiment,
100 frames of 3D video images are computationally gen-
erated as a test 3D video, in which each frame has a
resolution of 640 × 480 pixels, as shown in Fig. 8. The
CGH pattern is assumed to have a resolution of 1200
× 1200 pixels, in which each pixel size is given by 10
× 10 (µm). Moreover, the horizontal and vertical dis-
cretization steps are set to be 30 µm. Therefore, the
amount of the pixel shift in this method is given by 3
pixels. To fully display the fringe patterns for the first
and end image points located on each image plane, the
PFP must be shifted by 640 × 3 pixels = 1920 pixels
horizontally and 480 × 3 pixels = 1440 pixels vertically.
Thus, the total resolution of the PFP should become to
be 3120 (1200+1920) × 2640 (1200+1440) pixels. Now,
with these test 3D video images, the PFPs for the center

image points located on each plane can be calculated.
Some changing parts between the previous and cur-

rent frames are shown in Fig. 9 for the case of CGH
generation method basing on the temporal redundancy.
Figure 9 shows that a car might be moved from the right
to the left. Using this temporal redundancy map, CGH
patterns can be generated.

Figure 10 also shows the spatial redundancy

Fig. 12. Comparison results of each method in terms of (a) the
number of calculated object points and (b) calculation time
for one point. TR and SR represent temporal redudancy and
spatial redundancy, respectively.
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Table 1. Calculated Points, Calculation Time for 1-Point and Total Memory Size for Each Method

N-LUT
Temporal

Redundancy

Spatial Redundancy

2-Point 3-Point 4-Point 5-Point

Average Number of 71486 11350 47929 40374 36751 34799

Calculated Point (100%) (15.88%) (67.05%) (56.48%) (51.41%) (48.68%)

Average Computation Time 7.534 0.752 4.950 4.240 3.805 3.629

for One Object Point (ms) (100%) (9.98%) (65.70%) (56.28%) (50.51%) (48.17%)

Total Memory Size (GB)
1.96 1.96 3.93 5.89 7.86 9.82

(100%) (100%) (200%) (300%) (400%) (500%)

maps extracted from the horizontal scanning of the test
object of Fig. 8 by using the RLE method for the case
of CGH generation method basing on the spatial redun-
dancy. It is noted here that both of horizontal and verti-
cal scanning methods can be used for extraction of spa-
tial redundancy maps from the test 3D object, but in this
experiment the horizontal scanning method is optionally
employed.

In the extracted redundancy maps, the red color means
that there are no adjacent object points having the same
intensity and depth values, while the green, blue, yellow,
and purple colors mean that there are two, three, four,
and five adjacent objectpoints having the same intensity
and depth values, respectively. In addition, the black
color means the object points of ‘do not care condition’.
Using this spatial redundancy map, CGH patterns can
be also generated.

Then, six sets of object images computationally recon-
structed from the CGH patterns are shown in Fig. 11.
As can be seen in Fig. 11, object images are found to be
successfully reconstructed in all cases.

Figure 12(a) shows the number of the calculated object
points in generation of CGH patterns for each method.
Figure 12(b) shows the comparison results on the calcu-
lation times needed for one object point. Table 1 shows
the number of the calculated object points, calculation
time for 1-point, and total memory size for each method.
As we can see in Table 1, the average numbers of cal-
culated object points for the considered methods are es-
timated to be 71486, 11350, 47929, 40374, 36751, and
34799, respectively. That is, calculated object points can
be reduced by 15.88% by using the temporal redundancy,
and 67.05%, 56.48%, 51.41%, and 48.68% by using the
spatial redundancy, respectively.

These results reveal that the average number of ob-
ject points to be calculated in these methods can be sig-
nificantly reduced compared with the conventional N-
LUT method. Hence, the values of average calculation
time for one object point for these methods are estimated
to be 7.534, 0.752, 4.950, 4.240, 3.805, and 3.629 ms, re-
spectively. That is, the average calculation time is re-
duced by 9.98% by using the temporal redundancy and
65.70%, 56.28%, 50.51%, and 48.17% by using the spatial
redundancy, respectively. These results also show that
the average calculation time for one object point in these
methods can be considerably reduced compared with the
conventional N-LUT method.

As also can be seen in Table 1, a total memory size
required for storing all fringe patterns of the 3D image

volume of 3120 × 2640 × 256 pixels in the conventional
N-LUT method is calculated to be 1.96 GB, in which im-
age data for one fringe pattern are assumed to be 7.85 MB
(= 3120 × 2640 × 8 bit). In the CGH generation method,
using the temporal redundancy might require the same
memory size of the conventional N-LUT method because
the 1-point PFPs are used. But, in the CGH generation
method using the spatial redundancy, the total memory
size is calculated to be enlarged by 2, 3, 4, and 5 times
compare with the N-LUT method because the 2-, 3-, 4-,
and 5-point PFPs are simultaneously used.

These experimental results finally confirm that by the
combined use of the N-LUT and data compression meth-
ods in the process of generating 3D video holograms, a
great reduction of computation time could be obtained,
so that this computational approach might be applied for
real-time generation of digital holograms of 3D objects in
the real world.

5. Conclusions
As a new approach for fast generation of digital holo-

grams of a 3D object, the N-LUT method and its
modified versions have been discussed. The N-LUT
method is found to significantly alleviate the problems
of computational complexity and vast memory size of the
conventional ray-tracing and LUT methods. Moreover,
by employing the data compression techniques together
with the N-LUT method, the computational time of the
3D video holograms could be even more shortened. Some
experimental results finally confirm the feasibility of this
method in the practical applications of the 3D CGHs.
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tion Technology Research Center) support program su-
pervised by the NIPA (National IT Industry Promotion
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